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Wind tunnel testing of a Formula
Student vehicle for checking CFD
simulation trends
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Abstract
The aerodynamic performance analysis of Formula Student racecars has been mostly done by teams with CFD tools, for
time and cost savings, that often lack proper validation. To address this, the FST Lisboa team performed a detailed wind
tunnel (WT) test campaign, using a one-third scale model, under different configurations, including variable ride heights,
bullhorn appendix, and rear wing flap settings, also replicated in CFD. The simulations used RANS with the SST k-omega
turbulence model, with a 13.7million polyhedral mesh for the test chamber region domain. Both experimental and
numerical errors were estimated from the instrumentation and mesh convergence analysis, respectively. Comparisons
were made between WTand CFD both in terms of local flow, using tufts for flow visualization, and global flow, using lift,
drag, and pitching moment coefficients. Overall, the numerical streamlines agreed very well with the orientations of the
tufts in experiments, but some discrepancies were found in regions of cross-flow and high-frequency unsteadiness, mainly
caused by limitations of the visualization technique. The gamma transition model in CFD was abandoned as it could not
replicate the WT observations. In terms of aerodynamic coefficients, a strong correlation was found between WT and
CFD. The parametric studies revealed that the simulations captured the experimental sensitivity to each car setting para-
meter studied but the uncertainties did not enable a full quantitative evaluation of the aerodynamic performance. The drag
reduction system significantly impacted the aerodynamic balance of the racecar, while the current bullhorn design proved
to be ineffective. The ride height increase led to higher downforce, mostly due to the higher pitch angle of the vehicle,
with negligible variation of the aerodynamic balance. This work validated the team CFD studies, building confidence in that
trends estimated in numerical parametric studies are likely to be translated to the real prototype performance.
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Introduction

The usage of aerodynamic appendices in motorsport
was introduced in the late 1960s, when experimental
tests were the only option to develop aerodynamic
designs.1 Since then, the advances in computational
power, together with the development of numerical
methods, led to the ever expanding field of computa-
tional fluid dynamics (CFD).2 Despite substantial pro-
gresses, CFD simulations still cannot accurately
capture the complex physics of the flow around a race
car, in particular for drag estimation and vortices gen-
eration and interaction.3 Consequently, both computa-
tional simulations and experimental tests are used
concurrently in the design process of race cars as they
complement each other.

Track testing is expensive, and often limited, making
wind tunnel (WT) testing the preferred option to recre-
ates on-track conditions in a controlled environment,
capable of producing reliable data that can simultane-
ously also be used to assess CFD modeling quality. In
motorsport, WT tests use reduced scale models not only
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to minimize costs and facilitate manufacturing but also
to comply with restricted test cross-sections.4

In order to challenge college students and engage
future automotive engineers in the design, manufactur-
ing, and competition of single-seat formula race cars,
the Formula SAE was created under the sponsorship
of the Society of Automotive Engineers (SAE) and first
run in 1981 in the USA. Since 1998, this competition
format has also been run in Europe, under the name
Formula Student (FS), with minor changes.5 Currently,
the prototypes are divided into three categories:
Combustion (FSC), Electric (FSE), and Driverless
(FSD).6 Each competition is divided into static and
dynamic events. The engineering process behind the car
design is presented in three static events – Engineering
Design, Business Plan, and Cost and Manufacturing,
while the racetrack performance is demonstrated in six
dynamic events – Acceleration, Skid Pad, Autocross,
Endurance (Combustion and Electric) or Track Drive
(Driverless), and Efficiency. Formula Student Técnico
(FST) is the racing team from Instituto Superior
Técnico (IST) that competes in both the Electric and
Driverless categories.

In the last few years, aerodynamics took a funda-
mental share of the FS cars performance, with almost
every team developing aerodynamic packages to
improve balance and handling. The current aerody-
namic design philosophy privileges downforce at the
expense of additional drag, as most cars are overpow-
ered, and the latest prototype FST10e was no excep-
tion, as illustrated in Figure 1. Its aerodynamic package
is divided into four major sub-assemblies: (i) Front
wing, generates downforce with a high efficiency and
redirects the air to the other aerodynamic devices; (ii)
Underbody, creates suction underneath the car by
accelerating the airflow. A rear diffuser is used to
enhance that acceleration; (iii) Side Elements, produce
downforce and redirect the airflow; (iv) Rear Wing,
generates high downforce but also high drag.

WT testing is a common practice in the car industry.
However, it is seldom used by Formula Students teams
because it requires access to costly and complex facili-
ties. Consequently, teams often trust their CFD simula-
tions without assessing the modeling accuracy of the
results (validation). Nevertheless, in the last years, some
teams are investing resources to build trustful correla-
tions between WT testing, CFD simulations, and on-
track testing.

A Formula Student race car is approximately 3m
long, 1.5m wide, and 1.2m high, limited by regulations6

so scale models often have to be used. However, some
FS teams have taken advantage of having access to
large WT used by major car manufacturers that allow
testing of real-size prototypes.

The ReenTeam Uni Stuttgart tested their race car in
a wind tunnel equipped with a moving ground and
front wheels rotation. Deviations of 3% regarding aero-
dynamic efficiency were obtained when compared to
transient Detached Eddy Simulation (DES), increasing

to 7% when compared to time-averaged DES simula-
tions.7 The data gathered was then compared against
on-track testing. Overall, the CFD results and WT test-
ing presented a high correlation with on-track testing.

The AMZ Racing team went even further with its
efforts to validate the design decisions made through
CFD simulations, partnering with developers of a mea-
surement system that consisted of a hand-held probe. It
records the instantaneous velocity field while the sys-
tem keeps track of the probe position enabling the
visualization of the flow field in real-time and map
streamlines. Overall, CFD simulations matched the
WT results despite some local inconsistencies.8

The Southampton University team pioneered the
construction of a modular WT model with built-in
actuators to evaluate the aerodynamic sensitivity across
several configurations (roll, pitch, and front and rear
ride heights) achieved during on-track testing.9 Some
tests were already performed but there are no results
available yet.

Until recently, the FST team have developed some
knowledge of wind tunnel testing. The first consisted of
a 40% scale model of the FST06e rear wing. However,
it was only possible to test at a Reynolds number 3.75
times lower than the design due to limitations in the
maximum airflow speed, which led to very inconsistent
results when compared to CFD. Later, a 25% scale
model of the complete FST06e was 3D printed and
tested. In this case, the reduced material thicknesses
caused aeroelastic phenomena, so no clear findings
were achieved.

In order to boost the FST car aerodynamic design
capability, that have been mainly based on CFD,
inconclusive WT tests and rare on-track tests with lim-
ited instrumentation, the present work intends to build
a trustful correlation between WT testing and CFD
simulations. It should provide not only an assessment
of the quality of the numerical simulations used by the
team but also become the basis for future routine WT
testing. To that end, a complete one-third scale model
of the newest prototype, the FST10e, was built and
tested in a large WT facility at different operating con-
ditions and configurations. However, this facility was

Figure 1. Aerodynamic concept of the FST10e prototype.
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upgraded to make the test of race cars possible, namely
regarding the aerodynamic force balance and its sup-
port and also a plate to mimic the ground effect. The
exact conditions will be modeled in CFD so that a
direct comparison between numerical and experimental
data can be performed.

This manuscript is divided in six main sections, fol-
lowing this introduction, namely: (i) WT Testing
Facility, contains the description and characterization
of the WT and its instrumentation; (ii) Mathematical
Formulation, includes CFD setup, models, boundary
conditions, mesh convergence, and numerical error
assessment; (iii) Formula Student Model, describes the
scale model, its manufacturing, and its positioning in
the airflow; (iv) Experimental Setup, lists the car oper-
ating conditions and configurations tested and details
the adopted procedure; (v) Flow Visualization, qualita-
tively evaluates the numerical simulation using wool
tufts; (vi) Aerodynamic Loads, quantitatively compares
the loads measured in WT with those estimated by
CFD simulations. It concludes by summarizing the
main achievements.

Wind tunnel testing facility

Wind tunnel

The experiments were performed in the closed return
aeroacoustic wind tunnel with a open test section at
Aerospace Engineering Laboratory at IST. The wind
tunnel has a seven-blade fan powered by a 200kW
motor that produces an airflow speed up to 50m/s. The
inlet nozzle at the test chamber has 1.5m diameter,
with an upstream honeycomb grid that helps producing
a low turbulence, uniform airflow.

Reproducing on-road operating conditions in WT
can be quite difficult10 because it implies handling the
relative motion of the car on the ground, taking special
care with the boundary layers that develop inside the
WT test section. Among the several boundary layer
control techniques available,11,12 an elevated model
with ground plate was selected as it implied the least

amount of modifications to the available WT facility.
Since the wheels of the model did not include motion, a
small gap with the plate was adopted to minimize the
ground effect.13 This approach also facilitated the mea-
surement of the aerodynamic loads since the model was
exclusively suspended on the force balance without
interference.

Before this work, the WT facility was not prepared
for testing a road car model. Thus, several steps
upgrades were made: (i) a steel frame bolted onto con-
crete under the WT test chamber floor was constructed
to provide robust, vibration-free, fixed support for the
force balance; (ii) a steel, deformation-free, bed frame,
with an aluminum table top 2m long, 1m wide, and
3mm thick to mimic the ground, plate was built and
fixed to the support. The resulting apparatus is shown
in Figure 2.

Airflow characterization

Velocity measurements were taken along several sec-
tions to identify the turbulence intensity, cross-section
velocity profiles, and axial velocity evolution inside the
test chamber using constant temperature anemometry.
A low-inertia, thin metal wire, probe was used to get
fast-response velocity measurements in the turbulent
flow. The wire was first electrically heated to tempera-
tures higher than the airflow, then the current variation
required to maintain constant temperature when
exposed to increasing airflow speed was measured with
an electrical sensor, allowing to estimate the airflow
speed.14

A differential pressure sensor Schlumberge� H5010,
coupled with the Schlumberger� D5484 signal condi-
tioner with a Prandtl probe was first calibrated inside a
room with a controlled environment. A direct current
source TTI TSX3510 powered the sensor and the out-
put voltage was measured with a digital multimeter HP
34401A. The airflow speed was then calculated from the
measured dynamic pressure using the Bernoulli’s princi-
ple15 for air properties at room conditions. This data
allowed for not only for an accurate setting of the WT
airflow speed but also to calibrate the anemometer. The
constant temperature hot film anemometer used was
the TSI Incorporated� Model 1750. It was calibrated
using 17 calibrations points that uniformly span the
speed range from 0 to 45m/s. The anemometry data
was recorded with a 16-bit National Instruments�NI
PCIe2 6321 acquisition system.

The airspeed measurements were taken at a nominal
freestream airspeed u0 =25m=s, maintaining a stable
temperature around 27�C, at five cross-sections located
at x=315, 415, 515, 1030, and 2330mm from the WT
nozzle exit. The first three sections were between the
nozzle and the predicted testing location of the car
model, the fourth was at the middle of that location
and the fifth was behind. During the anemometry, 35
data points separated by 2mm radially from the center-
line of the jet section were extracted for each section.

Figure 2. Wind tunnel facility with ground and force balance
mounted.
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The resulting data was used to define the boundary
conditions of the numerical simulations and present an
initial comparison between the experimental and
numerical simulations. The CFD simulations were per-
formed without any model to reproduced the wind tun-
nel measurements.

Figure 3 presents the velocity profile of the airflow
at x=315mm. The uniform flow is reached between
z=0 (jet center) and z=675, from where the shear
layers are noticeable as the velocity gradient increases
heavily.

In turn, Figure 4 shows the evolution of the normal-
ized velocity along the streamwise (x-axis) direction of
the WT test section, at four radial locations: z=0 (jet
center), 250, 500, and 750mm (exit nozzle radius).
Along the first three inner most radial locations
(z=0, 250and500mm), the airflow speed remains
almost constant streamwise, which means the flow in
the center of the test section holds its freestream unper-
turbed nature. Here, the CFD data presents a very
satisfactory correlation with the experimental data. In
contrast, at the outer radial location corresponding to
the nozzle radius (z=750mm), the velocity decreases
near the nozzle exit, followed by a notorious increase
downstream. The experimental data exhibits a larger
increase than CFD, which can be justified by the
higher turbulence intensity felt around this radial
location, where the free jet mixing boundary layer
develops.

To quantify the turbulence intensity of the WT, a
statistical analysis was made of the measured velocity
fluctuations.16

The velocity field u(t) was decomposed in two com-
ponents: the mean value,
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defined by a simple mean value method since the velo-
cities in study are supposed to be constant in time, and
the fluctuations,
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Consequently, the turbulence intensity was then esti-
mated as

TI=
u0rms

�u
, ð2Þ

assuming an axisymmetric jet and isotropic turbulence
ðu0x = u0y = u0zÞ. The turbulence intensity evolution
along the streamwise is presented in Figure 5 at the
same radial locations. The turbulence intensity beha-
vior was qualitatively compared between the experi-
ments and the CFD simulations to assess the quality of
the latter, keeping in mind that the turbulence intensity
was imposed at the CFD domain inlet boundary (see
Figure 8). Overall, the numerical data presents the same
trend as the experimental data. On one hand, regarding
the inner radial locations z=0, 50and500mm, the
experimentally measured turbulence intensity increases
gradually with the distance to the nozzle as the shear
layers grow, but the mean value remains approximately
at 2%. In contrast, the numerical simulations predicted
a turbulence intensity of 0.25%, which is highly depen-
dent on the inlet boundary condition. Even if it were
possible to measure the turbulence intensity at the

Figure 3. Wind tunnel velocity profile at x = 315mm.

Figure 4. Wind tunnel velocity streamwise evolution.

Figure 5. Wind tunnel turbulence intensity streamwise
evolution.
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domain inlet, the CFD fails to accurately estimate its
evolution as the domain inlet boundary conditions are
defined far upstream from the test chamber, allowing a
strong decay of the inflow quantities.17 On the other
hand, regarding the radial location entirely inside the
free jet mixing shear layer (z=750mm), there is an
expected increase in the turbulence intensity closer to
the inlet due to the concentration of the turbulent
energy of the large eddies. It later decays streamwise by
the action of turbulence dissipation mechanisms.

Aerodynamic force balance

To measure the loads acting on the model during test-
ing, the WT was instrumented with the external, six-
component, force balance shown in Figure 6, which
had been designed, manufactured, and instrumented
in-house by Oliveira.18 Being an external balance, thus
located outside the model, offers greater versatility for
testing distinct models without significant modifica-
tions. Having six components, allows the recording of
the 3D components of force (drag �Fx, side force Fy,
and downforce �Fz) and moment (roll Mx, pitch My,
and yaw Mz), as illustrated in Figure 9, which are
essential to characterize the aerodynamic race car
performance.

During data acquisition, some best practices14 were
followed: no balance interference with the airflow;
model attachment remained untouched; forces applied
on the vehicle carried exclusively to the load sensors
and hysteresis controlled with pre-loads. Additional
care included correcting the measured loads due to

model weight and off-setting vehicle attitude changes
due to elastic deformation of the balance.19 To account
for the flow unsteadiness produced by vortex genera-
tion and periodic shedding, the data was sampled dur-
ing a large time interval to calculate accurate time-
averaged values.

A careful calibration process was followed to ensure
the accurate measurement of the aerodynamic loads.
The strain of each of the six sensing bars are registered
using strain gauges coupled to two National Instruments
NI�9237 acquisition systems. Each sensing bar had a
previously well identified transfer function from strain
to axial force.18 The calibration correlates the six out-
puts (Fx,Fy,Fz,Mx,My, and Mz) with the axial force
carried by each sensing bar. Different known loads were
applied to the balance using a custom made apparatus
that included pulleys and braces to allow for pure
forces, pure moments, combined forces, and combined
forces and moments. Since the CFD model of the WT
experiment was already setup, it was possible to esti-
mate the expected loads during the WT model testing.
This way, the calibration load cases were planned such
that the calibration matrix presented a higher data den-
sity near the expected loads.

The calibration methodology adopted was the follow-
ing: initially all supports were pre-loaded with weights,
then additional weights were added every 30 s. To allow
for the complete damping of vibrations caused by loading
process, only 15 s were used to calculate the average strain.
Each load case sequence was repeated three times and a
total of 267 load cases were tested. The postprocessing
required to obtain the calibration coefficient matrices fol-
lowed that described in Oliveira.18 The obtained correla-
tion was added to the balance user-interface in LabView�,
which then presented and recorded the aerodynamic loads
in their final form.

Before testing the model, the calibration was vali-
dated by loading the balance with new known load
cases, focused on the main expected forces and
moments (negative Fx for drag, negative Fz for down-
force, and pitching moment My). Unexpected depen-
dency between these two forces were found for high
loads so 36 new load cases were added to the calibra-
tion matrix to fix that. Nevertheless, Fx still presented a
maximum variation around 6.9% when Fz is varying,
as seen in the red circles in Figure 7(a), while looking at
the inverse loading process in Figure 7(b)) a maximum
variation of only 1.7% is present in Fz when the maxi-
mum Fx load is applied.

Mathematical formulation

Numerical domain

To correlate the wind tunnel results with the CFD
models, the numerical domain was the recreation of the
aeroacoustic WT, where the experimental work took
place. Only the part of the WT in the vicinity of the test
chamber was modeled, with the numerical domain

Figure 6. Aerodynamic force balance.
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divided into three different zones – nozzle, test cham-
ber, and outlet –, as presented in Figure 8 with general
dimensions. The domain inlet matched the flow straigh-
tener location, which consisted of a fine honeycomb
grid. The domain outlet is located at a distance that
was found in studies to exhibit no significant difference
in the flow around the vehicle if further increased.

Figure 9 shows the two coordinate systems used, one
attached to the center of the front axle (1) to define the
model location, and another attached to the balance
support arm to easily compare the aerodynamic forces
with the experiments, where the forces F=(Fx,Fy,Fz)
and moments M=(Mx,My,Mz) relate to downforce
L=� Fz and drag D=� Fx. In this study, only
straight line conditions configurations were tested so
the focus was on the components Fx, Fz, and My. The
downforce L, drag D, and pitching moment My loads
are expressed in terms of theirs respective nondimen-
sional coefficients,

CL =
L

1
2 ru

2
0S

, CD=
D

1
2 ru

2
0S

, CM =
My

1
2 ru

2
0Sb

, ð3Þ

where u0 is the freestream air speed, r is the air density,
S is the reference area, and b the reference length. In
this work, the pitching moment was calculated about
the model-balance attachment point. The FST10e fron-
tal area S’1m2

� �
and length b’3mð Þ were used as ref-

erence, scaled appropriately for the model as
Smodel =S 3 scale2 and bmodel = b3scale, where
scale=1=3.

Sensitivity studies were performed to choose the
suitable domain outlet location and the ground plate
dimension, depending on their effect on the computed
aerodynamic forces. These yield an outlet region exten-
sion of just 2m, as displayed in Figure 10, where the

Figure 7. Force balance stabilization test cases Fx and Fz:
(a) Fx� load until 261N followed by Fz� load and (b) Fz� load
until 2221N followed by Fx� load.

Figure 8. Wind tunnel numerical domain.

Figure 9. Coordinate systems.

Figure 10. Total pressure coefficient at the center section (y=0).
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total pressure coefficient at the center section y =0ð Þ
is shown. Despite the car model being around 1m long
and 0.5m wide, the ground plate had to be substan-
tially larger, resulting in a 2m long by 1m wide plate,
as demonstrated in Table 1. These were the dimensions
of the aluminum ground plate adopted for the
experiments.

Mathematical models

The airflow expected while testing the car model is char-
acterized by a Reynolds number Re. 106, with many
small flow structures caused by the body geometry, thus
predominantly turbulent.

The Reynolds-Average Navier–Stokes (RANS)
equations with the SST k� v turbulence model were
used for being the most appropriated to solve wall
bounded flows and present great performance for com-
plex boundary layer flows under adverse pressure gra-
dients.20,21 By switching between the k� e model in the
freestream while resolving the near wall with the k� v

model, the SST model is capable of accurately estimat-
ing not only the pressure drag as the k� e turbulence
model, but also the viscous drag, which is equally
important in the present work. This makes it the most
commonly used eddy viscosity turbulence model in the
motorsport industry.22 Legacy CFD simulations con-
ducted by the FST team supported this choice.
Anticipating the occurrence of transition from laminar
incoming flow to turbulent flow in the boundary layers
over the car model, the g transition model, a simplifica-
tion of the g � Reu model that only solves the transport
equation for intermittency but not for the momentum
thickness Reynolds number, was coupled with the SST
k� v turbulence model.23

StarCCM+� software was used to perform the
CFD simulations. Regarding the boundary conditions,
a uniform axial velocity was set at the domain inlet and
an ambient static pressure prescribed at the outlet with
velocity extrapolated from domain. The turbulence
intensity was set to TI=1% and the turbulence viscos-
ity ratio to mT=m=10. No-slip condition was set at all
solid walls (car model, ground and wind tunnel). Air at
standard sea-level conditions was assumed, with den-
sity r=1:225kg=m3 and viscosity m=1:8310�5 Pa/s.

The impact of the transition model was studied, with
focus on the front wing, as it is one of the few car parts
that might exhibit significant regions of laminar bound-
ary-layers. Table 2 summarizes the downforce and drag
coefficients evaluated with and without the g transition

model for a medium refinement level mesh. The differ-
ences regarding the force coefficients are almost negligi-
ble, even though there is a significant impact on the
transition location as seen from the front wing suction
side surface skin friction coefficient Cf in Figure 11(a).
Transition was estimated to occur immediately after the
leading edge of the main plane if no transition model is
used, but moved downstream, caused by laminar
separation bubbles under an adverse pressure gradient,
when the g model was used. The turbulent kinetic
energy increase shown in Figure 11(b) along the section
y=0.175m corroborates the transition location.

Mesh convergence

The FST10e car was modeled in Solidworks� and then
imported into StarCCM+�. Due to its complex geo-
metry, the surface wrapper feature had to be applied
after import to produce a clean geometry.

Table 1. Numerical downforce and drag coefficients for
different ground plate dimensions.

Dim. 1:430::6m 231m 2:3531:1m

CL 3.153 (24.86%) 3.314 3.327 ( + 0.41%)
CD 1.494 (24.01%) 1.556 1.558 ( + 0.11%)

Table 2. CFD transition model impact study.

Transition model None g transition

Car total CL 3.27 3.31
Car total CD 1.55 1.56
Front wing CL 0.98 1.01
Front wing CD 0.14 0.14

Figure 11. Front wing CFD results using different transition
models: (a) skin friction coefficient and (b) turbulent kinetic
energy.
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A hybrid polyhedral and prism layer mesh was used
to discretize the numerical domain, as seen in Figure 12.
Polyhedral cells are constructed from tetrahedral cells
that successfully adapt to the complex surface geome-
tries, particularly where high refinement is required.24

The prism layers are used on every solid wall, targeting
a wall y+ł5 to ensure that the first mesh node is inside
the viscous sublayer, thus enabling the low y+ wall
treatment.25 This ensures high resolution to accurately
predict transition and separation phenomena in the
boundary layer, on which aerodynamic forces are highly
dependent. The mesh adaptation included the use of

volume controls to refine zones of the model where
strong adverse pressure gradients and high vorticity
were expected to capture the relevant small scales that
affect the airflow. The resulting wall y+ on the car
model surface is seen in Figure 13 for the medium
refinement level mesh.

When numerically solving non-linear differential
RANS equations, three type of errors arise: round-off,
iterative, and discretization.26–28 The round-off errors
were kept at a minimum by performing the calculations
with double-precision. The iterative errors were con-
trolled by evaluating the stability and convergence of
not only the residuals of the governing equations, with
all non-normalized residuals dropping below 10�3, but
also the computed aerodynamic loads. The discretiza-
tion errors, dominant in complex geometries and high
curvature surfaces26,29 such as the car model, were esti-
mated using a least-squares error estimation method.
This method requires a mesh convergence study with at
least three geometrically similar grids, being the discre-
tization error e(fi) estimated as30

e(fi)=fi � fexact=ah
p
i , ð4Þ

where fexact is the estimate of the exact solution, a is
the error constant, p is the order of grid convergence,

Figure 13. Wall y+ of medium refinement mesh: (a) top view
and (b) bottom view.

Figure 12. Hybrid polyhedral and prism layer mesh: (a) domain
(sectioned), (b) vehicle (side view and midplane), and (c) vehicle
(transverse planes).
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and hi is the typical cell size (that defines the refinement
ratio ri = hi=h1), defined by hi =

ffiffiffiffiffi
N1

Ni

3

q
, where Ni is the

number of elements of mesh i and N1 is the number of
elements of the finest mesh. Five refinement levels were
used in the grid convergence study to estimate the exact

value of downforce, drag, and pitching moment,
CL = � 2:414, CD =1:329, and CM = � 0:098, respec-
tively, as seen in Figure 14. The medium refinement
(mesh 3) was used for the remaining work as it repre-
sented a good compromise between numerical accuracy
and simulation time. The estimated error of this
13.7million cell mesh for the downforce CLð Þ and drag
CDð Þ coefficients were 5.8% and 4.3%, respectively,
and the total solver time was 17.5 h per simulation.

Formula Student model

The wind tunnel test model was the FST10e, FST latest
prototype, with external systems that did not have a
significant impact on the car aerodynamics eliminated,
such as the cooling system and electrical wires. Other
components suffered small changes, such as: closing
the cockpit, smoothing the sharp edges, and increasing
the thickness of flaps trailing edges to ease manufactur-
ing. The WT model weighed 9.35 kg and it was com-
posed of 149 parts, excluding fixation elements.

Both, the real full size vehicle and the simplified
CAD rendering of the wind tunnel model are shown in
Figure 15(a) and (b), respectively. In turn, Figure 15(c)
presents an overview of the general components used
to assemble the FST10e model.

Two major manufacturing processes were used: 3D
printing and Computerized Numerical Control (CNC)
machining. The latter was used to cut the plywood flat
components and the rear wing aluminum supports,
while all the other components were 3D printed in
Polylactic Acid (PLA). The Ultimaker Cura� v.4.8.0
open source software was used to prepare the geome-
tries to be printed by Ultimaker 2+�, Ultimaker 2+
Extended�, and Ultimaker 3� 3D printers at the
Laboratory of Biomechanics of Tissues and Biomaterials
in IST. The CNC design files were processed by
InoCONTROL� to setup the CNC machine at the
iStart laboratory in IST.

To recreate the conditions of road testing, the dimen-
sionless Reynolds number was preserved, representing
the ratio between inertial and viscous forces, Re= rVb

m
,

where V defines the airflow speed, b is the reference
length, and m is the fluid dynamic viscosity.

A one-third scale was selected such that the model
would completely lie inside the potential core of the
WT airflow in the test chamber, previously carefully
characterized with anemometry and confirmed with
CFD that it remained so after placing the model in the
test chamber. Given that the air density and viscosity is
approximately the same for on-road and WT testing
and that the FST10e average speed in competition is
approximately 15m/s, then the WT airspeed, which
must scale with the inverse of the characteristic length,
Vmodel

Vcar
= lcar

lmodel
had to be around 45m/s to assure

Reynolds similarity. Later it was found necessary to
limit the WT airspeed to 25m/s so that the air tempera-
ture inside it could be kept constant. This led to a

Figure 14. Numerical error uncertainties: (a) downforce
coefficient, (b) drag coefficient, and (c) pitching moment
coefficient.
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different Reynolds number that was also replicated in
the CFD simulations.

The car model, ground plate, and force balance pla-
cement in the test chamber is shown in Figure 16.

Experimental setup

Test configurations

The effects of ground clearance are complex, because
beneficial changes in one component can lead to detri-
mental to others, with uncertain overall outcome. This
has been demonstrated for the case of formula racing
cars with wide-span wings, such as the FST10e, where
decreasing the clearance of the front wing had minor
impact on its downforce but decreased significantly the
front wheel lift due to the changed vortex paths.31

As such, to assess the effect of ground clearance on
the FST10e aerodynamics, the model was tested at
three different ground clearance configurations (RH1,
RH2, and RH3) described in Table 3. The front and

rear ride heights (RH) are the ground clearance of the
monocoque plane at each car axle.

The first configuration was tested with RH1ð Þ and
without bullhorns RH1�NBð Þ, which are the short
winglets located on the car nose aimed at generating
vortices to control the downstream flow. The third con-
figuration was experimented with two distinct rear wing
setups, which were developed for different Formula
Student dynamic events: the standard high downforce
setup for the endurance event RH3ð Þ and the low drag
setup recreating a Drag Reduction System (DRS) for
the acceleration event RH3�DRSð Þ. Figure 17 illus-
trates the changing components between configurations.

Experimental procedure

The experimental tests required a vast number of sys-
tems (e.g. wind tunnel motor, force balance acquisition
system, and temperature sensor) to work synchronously
without any automated link among them.

Figure 15. FST10e prototype: (a) full size vehicle, (b) render of
WT model, and (c) WT model.

Figure 16. Model position inside the test chamber.

Table 3. Experimental ride heights.

Configuration RH1 RH2 RH3

Front RH (mm) 10.5 15.4 20.0
Rear RH (mm) 21.5 28.7 35.6
Pitching angle (�) 1.23 1.49 1.75

Figure 17. Configuration variation setups.

4356 Proc IMechE Part D: J Automobile Engineering 238(14)



During the experiments, the balance loads, WT tem-
perature, and ground clearance were continuously mon-
itored and recorded. The air temperature was kept at
27�C to match the WT characterization experiment.
For safety reasons, the wind tunnel motor speed was
increased in three steps, 15, 20, and finally 25m/s. In
every WT test run, two video cameras monitored the
wheels displacement to ensure that no load was trans-
ferred from the car model to the ground plate. Finally,
another camera was pointed at the nose of the car to
measure the vertical displacement to monitor the pitch
rotation of the car with increasing airspeed.

Flow visualization

Before seeking for the correlation of the integral aero-
dynamic coefficients measured with the force balance
and estimated with CFD, a detailed flow visualization
was done to capture the performance of individual
components on some critical parts, namely front wing,
front wheel and bullhorn, lateral diffuser, rear wing,
and rear diffuser.

Wool tufts were used as the visualization technique
to provide diagnostic information relative to the airflow
around the model. Despite being cheap and simple,
they give a clear insight of the regions of cross-flow,
reverse flow, and flow separation on the surfaces where
they are attached to, as they point into the direction of
the airflow near the surface.32 It should be kept in mind
that phenomena smaller than the tufts length might not
have been captured, since they filter high frequency per-
turbations, and that the numerical simulations were
time-averaged. Moreover, unsteady phenomena
observed in videos were discussed but impossible to
represent in images.

The following sections present a comparison
between the tufts and the surface streamlines simulated
numerically. The x-axis skin friction on the model sur-
face is presented in two distinct colors: red Cfx . 0

� �
represents the attached airflow and blue Cfx \ 0

� �
the

separated airflow regions.

Front wing

The front wing presented some major discrepancies
between the experimental and numerical results. While
the tufts captured some vorticity only near the trailing
edge of the endplate (region 2 in Figure 18(a)) in the
WT experiments, the numerical simulations estimated a
large separation zone near the leading edge of the main
plane (region 1 in Figure 18(b)).

The tufts located on the ground plate, in front of the
wing, showed some motion, which means that the
ground boundary layer had already become turbulent,
so less prone to separation. That transition could have
been induced by the supporting apparatus of the
ground plate that affected the incoming airflow. To test
this hypothesis, the CFD was repeated without a

transition model, thus assuming a fully turbulent flow
reaching the front wing. Figure 18(c) shows that no
separation on the front wing pressure surface is esti-
mated, in much better agreement with the WT experi-
ment. Therefore, the g transition model did not
recreate the physics observed inside the wind tunnel.

Figure 18. Front wing pressure side flow visualization RH1ð Þ:
(a) experimental, (b) numerical with g transition model, and (c)
numerical without transition model.
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Regarding the endplate, the surface streamlines
reproduced very well the wool tufts behavior in both
simulations. Indeed, an upwash stream was noticed
(region 2) corresponding to the upwash created by the
front wing flap.

Wheel and bullhorn

Two high turbulence regions were detected in the
experiments: inboard of the bullhorn and on the tire
upper region. The g transition model proved to overes-
timated the separated region on both surfaces men-
tioned. As concluded in the Front Wing study,
removing the transition model in the CFD proved
again beneficial to recreate the tufts behavior.

Rear wing

Similarly to the front wing, the rear wing also presented
some differences between numerical and experimental
tests, as illustrated in Figure 19.

The numerical simulations, shown in Figure 19(b),
captured three large separation zones: endplate interior
(region 1), rear wing supports interior (region 2), and
endplate exterior (region 3). However, the tufts in the

experiments only showed a separation near the endplate
leading edge as seen in region 3 in Figure 19(a). Not
only does the air that reach the rear wing have very high
turbulence intensity but also the wing geometry itself
generates a complex airflow with combined longitudinal
and transverse flow separation. This makes regions 1
and 2 extremely difficult to analyze using tufts.

Despite the airflow around the endplates being
equally complex, affected by strong vortices, the numer-
ical streamlines reproduced the tufts behavior on the
outer endplate surfaces (region 3).

In the low drag RH3�DRS configuration, both rear
wing flaps were set at a slightly negative angle-of-attack,
which caused separation on their pressure side by chang-
ing the stagnation points to the flaps suction side, as
seen in Figure 20(b), in the numerical simulation. The
tufts located on the flaps pressure side highlighted a high
turbulence region, marked in Figure 20(a).

This rear wing configuration causes the pressure dif-
ference between the inner and outer part of the endplate

Figure 19. Rear wing flow visualization RH1ð Þ: (a)
experimental and (b) numerical.

Figure 20. Rear wing flow visualization RH3� DRSð Þ: (a)
experimental and (b) numerical.
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to be lower than in the no-DRS case, yielding a weaker
endplate top vortex. The difference in the tufts behavior
highlighted that change as well and, once again, the
simulation streamlines matched that behavior.

Underbody

The FST10e underbody is composed by the rear diffu-
ser and the lateral diffusers, as seen in Figure 1.

The downforce generated by the rear diffuser
depends on the ride height, diffuser ramp angle, and its
relative length to that of the vehicle length. It has been
shown that different ride heights correspond to differ-
ent diffuser ramp angles to achieve optimum down-
force and aerodynamic efficiency,33 which was taken
into consideration by the FST design team.

The rear diffuser was the only component of the model
underbody that could be visualized by placing a camera
attached to the ground behind to visualize the tufts inside.

Although the tufts remained attached to the diffuser
interior surfaces, proving its design, two separation
zones outside were found (regions 1 and 2 in Figure
21(a)). These zones are on the diffuser flat plates located
behind the wheel, whose aim is to prevent the wheel
wake to enter the low pressure diffuser channel. Due to
severe turbulence, it was not possible to conclude exactly
what caused the registered tufts 3D motion.

For this part of the vehicle, the numerical simulation
correlates very well with the experiments as attested in
Figure 21(b).

Aerodynamic loads

Being the present work focused on the qualitative com-
parison between experimental and computational fluid
dynamics, the quality of the numerical simulations was
assessed by the captured trends in the nondimensional
aerodynamic coefficients. Nevertheless, the quantitative
results plotted include the associated uncertainty bars,
where: the experimental uncertainty was estimated
through the standard deviation of the data acquired in
three runs repeated under the same conditions, which
were effected by the car model apparatus, instrumenta-
tion, and WT facility; and the numerical uncertainty
was estimated using the method already described. The
results were normalized with the first value to allow an
easier reading of the sensitivity evaluation.

Ride height study

This study evaluated the sensitivity of the model aero-
dynamics loads with the ground clearance of the

Figure 21. Rear diffuser flow visualization RH1ð Þ: (a)
experimental and (b) numerical.

Figure 22. Ride height study aerodynamic loads: (a) downforce coefficient, (b) drag coefficient, and (c) pitching moment coefficient.
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vehicle. Figure 22 reveals how the downforce, drag,
and pitching moment coefficients behave with the dif-
ferent ride height settings listed in Table 3.

The experimental tests concluded that the downforce
coefficient increases with the ground clearance, as seen
in Figure 22(a). The increase in pitching angle, yielding
both a steeper angle-of-attack of the wings and a stron-
ger diffuser expansion, is the likely cause of such beha-
vior. The numerical simulations captured the trend and
sensitivity of the downforce of the experiments, which
can be noted by having the same variation between the
car configurations. The downforce coefficient exhibits
higher sensitivity to lower ride heights, as the variation
of 11% between RH1 and RH2 configurations and
3.25% between RH2 and RH3 demonstrate.

As expected, the drag coefficient, shown in Figure
22(b), also followed the increasing behavior of the
downforce coefficient, as a consequence of increased
induced drag. During the experimental tests, the RH2
configuration presented a slight decrease in drag while
the pitching moment increased, which the numerical
simulation could not estimate. However, the numerical
simulations captured the same behavior of the experi-
mental drag coefficient for the RH1 and RH3
configurations.

The variations in the pitching moment coefficient
registered experimentally were not properly captured
by the numerical simulations, as seen in Figure 22(c).
The experimental tests presented an initial increase with
increased ride height, from RH1 to RH2. This resulted
from the unexpected slight decrease in drag combined
with an increase in downforce which, given that the ref-
erence point for the moment sits below and fore of the
center of pressure, led to an increased nose up moment
contribution. Moreover, the trends of the pitching
moment coefficient are also affected by the center of
pressure, which changes continuously through the dif-
ferent right height configurations and cannot be
neglected. However, looking at the ride height extreme
settings tested, configurations RH1 and RH3, both
experimental and numerical correlate well in indicating
an almost null sensitivity of pitching moment. This

means that the car aerodynamic balance is not much
effected by the ride height and it can be adjusted pri-
marily by the front and rear wing flaps incidence angle.

Bullhorn study

Despite generating lift, the bullhorns are meant to
improve the airflow around the car by reducing the
upwash generated by the front wing and redirecting the
airflow to the side and rear wings, shifting the center of
pressure (CoP) rearwards. At the same time, they create
a vortex to control the wheel wake and push away the
air with energetic losses, located on the side of the car.
Furthermore, they also counter the vortex generated by
the rear wing endplate by rotating in the opposite direc-
tion, reducing the overall induced drag. Since the bull-
horn performance is directly dependent on the vortices
effectiveness, its position can be hard to establish from
numerical simulations due to the difficulties to avoid
excessive diffusion at the vortex core.

The first ride height configuration was tested with
RH1ð Þ and without bullhorns RH1�NBð Þ, leading to
the comparison between the numerical and experimen-
tal results presented in Figure 23.

The downforce coefficient, shown in Figure 23(a),
exhibits a small variation but with contrasting behavior
depending on the analysis. While the WT experiments
show a slight increase with bullhorns RH1�NBð Þ, the
CFD capture an opposite trend.

The drag and pitching moment coefficients, shown
in Figure 23(b) and (c) respectively, present the same
trend in both experimental tests and numerical simula-
tions, with almost matched sensitivity. Both methods
agree in estimating a slight increase of drag and
decrease of pitching moment due to the bullhorns.

Analyzing the pitching moment, it is clear that there
is a fair correlation between the methods in terms of
sensitivity, despite the differences in absolute values. It
was verified that the bullhorns cause a rearwards shift
of the CoP. Without bullhorns, the CoP present higher
sensitivity in the numerical simulations, where it shifts

Figure 23. Bullhorn study aerodynamic loads: (a) downforce coefficient, (b) drag coefficient, and (c) pitching moment coefficient.
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forward approximately 7.4% in contrast with 2.8% in
the experimental tests.

Both the experiments and the simulations indicate
that the current bullhorn design is not effective, leading
to a decrease in downforce and an increase in drag. In
addition, the bullhorns also shift the CoP rearwards,
which has a negative impact on the car handling since
the FST10e car has already the CoP located behind the
center of gravity.

DRS study

A low drag configuration is desired for the acceleration
event in the FS competition. This is achieved by
decreasing the incidence angle of the two flaps after the
main rear wing element, as illustrated in Figure 20, at
the expense of reduced downforce. To assess the impact
of such setting, the car model was tested for the upper
and lower limits of the rear wing flaps incidence adjust-
ment range, corresponding to configurations RH3 and
RH3�DRS, respectively, being the results illustrated
in Figure 24.

The numerical simulations very accurately capture
the same trends as those experimentally measured for
the three aerodynamic coefficients studied. As expected,
both the downforce and drag coefficients decrease sig-
nificantly in the low drag RH3�DRS configuration,
as shown in Figure 24(a) and (b), respectively.

The sensitivity of the downforce coefficient to DRS
is accurately captured by CFD, despite the existence of
a significant offset in the absolute value. Between the
high-drag configuration RH3ð Þ and the low-drag con-
figuration RH3�DRSð Þ, the wind tunnel downforce
coefficient presents a decrease of 244.3%, which is
slightly higher comparing with the decrease of 241.7%
for the numerical downforce coefficient, as shown in
Figure 24(a).

Regarding the drag coefficient, shown in Figure
24(b), the wind tunnel drag coefficient present a
decrease of 261.6% between the high-drag configura-
tion RH3ð Þ and the low-drag configuration
RH3�DRSð Þ. Interestingly, the numerical simulation

does not estimate a sensitivity of the drag coefficient as
high as that obtained in the experimental tests, which
decreased only 244.6%, meaning that the CFD fails at
fully capture the overall drag reduction.

Nonetheless, the differences between experiments
and simulations are smaller than the estimated
uncertainties.

As for the pitching moment coefficient, the occur-
rence of a strong shift of the CoP between the high-
drag and low-drag configurations is highlighted in
Figure 24(c). During the experimental tests, the CoP of
the configuration RH3 was located rearwards from the
attachment point (nose down CM \ 0) and shifted for-
ward with the RH3�DRS configuration (nose up
CM . 0). The numerical simulation was able to very
accurately capture not only the same behavior of the
experiments but also replicate the absolute values.

The strong effect of deploying the DRS system on
the car aerodynamic balance must be carefully man-
aged by the pilot, since the car behavior can dramati-
cally change from understeering to oversteering. The
shift in pitching moment was corroborated by the regis-
tered motion of the car model during the wind tunnel
experiments, as documented in Figure 25.

Conclusions

The main goal of this work was to test a complete
Formula Student vehicle model in a wind tunnel to
validate the numerical simulations used in its aerody-
namic design process.

The numerical simulations were based on an auto-
mated parametric CAD model which enabled a quick
generation of the entire CFD model that replicated the
WT conditions and car setup. A medium-refinement
mesh level with 13.7million cells was used that provided
simulations in about 17.5 h with relatively low errors,
5.8% for the downforce coefficient and 4.3% for the
drag coefficient.

The one-third scale, 3D printed, FST10e formula
student model replicated the prototype geometry in

Figure 24. DRS study aerodynamic loads: (a) downforce coefficient, (b) drag coefficient, and (c) pitching moment coefficient.
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much detail, while being sturdy and easy to adapt to
new aerodynamic parts to be tested in the future.

The flow visualization technique using the wool tufts
revealed to be simple, low-cost, yet effective. It enabled
a quick identification of flow separation and turbulence
zones, such as the identification of fully turbulent flow
impinging the front wing, which caused the transition
model to be dropped in CFD to get a better match with
the WT airflow. Overall, a very good correlation
between the tufts orientation in the WT experiments
and the streamlines in the numerical simulations was
obtained. As expected, complex flow structures
obtained from numerical simulations could not be
replicated with tufts, such regions of 3D cross-flow or
strong and/or high-frequency unsteadiness.

The results clearly demonstrated a strong correlation
between the WT experimental data and the CFD simu-
lations in terms of integral aerodynamic coefficients in
most cases studied. Even though the associated esti-
mated uncertainties did not enable a full quantitative
evaluation of the aerodynamic performance, not only
the sensitivity to certain parameters was accurately cap-
tured but also the performance parameters showed a
very good quantitative agreement under some condi-
tions. Among the three parameters studied, the DRS
device was the one that had the greatest impact on the
aerodynamic coefficients, as expected, thus the correla-
tion between WT and CFD was also the strongest.
Remarkably, even though the other two parameters –
ride height and bullhorns – produced a much weaker
impact, an overall good correlation was still
demonstrated.

This extensive work provides evidence that the CFD
setup used in studies by the FST Lisboa aerodynamic
design team correlates well with WT testing, building
confidence that trends estimated in numerical para-
metric studies are likely to be translated to the real pro-
totype performance.
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